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Machine Learning & Neuroimaging Lab

 We are interested in developing and applying novel

machine learning technigues to the analysis of
neuroimaging data.

* We focus on the diagnosis and prognosis of
psychiatric disorders and on understanding
affective processing in normal and patients groups.



Neuroimaging data

* Neuroimaging includes the use of various technigues to either directly
or indirectly image the structure or function of the brain.

— Structural neuroimaging is used to investigate brain structure (e.g. shows contrast
between different tissues: cerebrospinal fluid, grey matter, white matter).

— Functional neuroimaging is used to indirectly measure brain functions (e.g. neural
activity)

« Example of Neuroimaging techniques:
— Computed Tomography (CT),
— Positron Emission Tomography (PET),
— Single Photon Emission Computed Tomography (SPECT),
— Structural Magnetic Resonance Imaging (SMRI),
— Functional Magnetic Resonance Imaging (fMRI).

« Among other imaging modalities sSMRI/fMRI became largely used due
to its low invasiveness, lack of radiation exposure, and relatively wide
availability.



Examples of brain scans

sMRI fMRI

one image

high resolution
(1 mm)

many images
(e.g., every 2 sec for 5 min)

low resolution

Data Properties- (~3 mm but can be better)

High dimensionality: 50.000-500.000
Few sample: tens to hundreds
Highly correlated features/voxels
Structure/Brain regions



Clinical Questions

1. Diagnosis:

—  Can we classify groups of subjects (e.g. patients vs. controls)
using structural SMRI/fMRI scans?

— Can we combine information from different imaging modalities
and/or clinical information?

—  Are patients outliers with respect to a “normal population”?
2. Prognosis:

—  Can we predict who will develop a disease based on a baseline
scan (e.g. fMRI, sMRI)?

3. Treatment Response:

—  Can we predict treatment response based on brain scans?
4. Interpretation:

— How to interpret classifiers/regression weights?

—  Can we find the most relevant brain regions for
diagnosis/prognosis?



Machine Learning Models

Classification/Regression Models
— Support Vector Machine (SVM)

— Gaussian Process (GP)

Outlier Detection Models

— One-class SVM
Sparsity/Structured Sparsity

— LASSO/Elastic-Net

— Total Variation/Sparse Total Variation
— Sparse Laplacian

Multiple Kernel Learning (MKL)
— Elastic-Net MKL

Stability Selection



General Framework
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Automated diagnose of neurological and psychiatric diseases
(modified from Kloppel et al., 2011)



Example of Applications
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Patient classification as an outlier detection problem: An application of the One-Class
Support Vector Machine

Janaina Mourio-Miranda *“*, David R. Hardoon *¢, Tim Hahn "9, Andre F. Marquand €,
Steve C.R. Williams °, John Shawe-Taylor ®, Michael Brammer ©
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OPEN (J ACCESS Freely available online = PLoS ohe

Pattern Recognition and Functional Neuroimaging Help
to Discriminate Healthy Adolescents at Risk for Mood

Disorders from Low Risk Adolescents

Janaina Mourao-Miranda''**®, Leticia Oliveira®>®, Cecile D. Ladouceur®, Andre Marquand?, Michael
Brammer”, Boris Birmaher®, David Axelson®, Mary L. Phillips*°®

Results:

v' Gaussian Process Classifier (GPC)
based on the whole brain activity to
neutral faces differentiated at-risk
adolescents from healthy controls

: with 75% accuracy (sensitivity = 75%,
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Psychological Medicine, Page 1 of 11. © Cambridge University Press 2011 ORIGINAL ARTICLE
doi:10.1017 /S0033291711002006

Individualized prediction of illness course at the
first psychotic episode: a support vector machine
MRI study

J. Mourao-Miranda'#, A. A. T. S. Reinders*!, V. Rocha-Rego’, J. Lappin®, J. Rondina', C. Morgan®,
K. D. Morgan®, P. Fearon? P.B. Jones®?, G. A. Doody*®, R. M. Murray®, S. Kapur® and P. Dazzan®*™*

Table 2. Results of the support vector machine (SVM) classification

Comparison Sensitivity Specificity Accuracy p
Continuous versus episodic 71 68 70 0.004
Continuous versus healthy individuals 71 61 67 0.01
Episodic versus healthy individuals 64 43 54 0.3

v In the second stage of the analysis we classified patients with an intermediate course
according to the discriminating pattern obtained in the continuous versus episodic analysis.

v" We found that 78% of those who did not go on to develop other episodes were classified as
episodic, and 65 % of those who developed further episodes were classified continuous.



PRNI Workshop 2012

Structured Sparsity Models for Brain Decoding from fMRI data

London, UK

COMPARISON OF THE DIFFERENT METHODS.

Luca Baldassarre, Janaina Mourao-Miranda and Massimiliano Pontil
Department of Computer Science
University College London

Task: Classify whole patterns of brain activity to pleasant versus unpleasant stimuli.

An extension of the Total Variation method was presented and assess several other
structured sparsity models on accuracy, sparsity and stability.

Method Accuracy Sparsity Stability
Least Squares 83.0 £ 5.9% 44 4+ 1% 11+ 1%
T-Test (10%) + LS | 78.6 = 5.8% | 4.43 £ 0.02% 62+ 3
Lasso 85.8 + 6.6% 6.4+1.2% | 64+ 15%
Elastic Net 85.9 + 6.8% 44.4 + 0.2% 30 + 9%
TV 85.0 £ 6.4% 42 +2% | 34 £ 19%
Sparse TV 87.4+6.2% 9.4+ 04% 7T1+3%
Laplacian (o = 0) 83.2 £ 5.7% 44.2 + 0.1% 40 + 1%
SLAP 85.5 + 6.2% T+10% | 52 +£22%




Annals of Applied Statistics
PROBABILISTIC PREDICTION OF NEUROLOGICAL
DISORDERS WITH A STATISTICAL ASSESSMENT OF
NEUROIMAGING DATA MODALITIES™
By M. FiLirpoNE, A.F. MArRQuAND C.R.V. BrAain S.C.R. WiILLIAmMS J.
MoOURAO-MIRANDA AND M. GIROLAMI

« Task: Discriminate three Parkinsonian neurological disorders from one another and
healthy controls.

« A multinomial logit model with Gaussian process priors is proposed to: (i) predict
disease state based on whole-brain neuroimaging data and (ii) analyze the relative
informativeness of different image modalities and brain regions.

Predictive accuracy (multi-source classifier). Min and maz values refer to minimum and mazimum
values across C'V folds

Input data Accuracy (min, max)
1 GM only 0.627 (0.321, 0.854)
2 WM only 0.603 (0.350, 0.771)
3 T2 only 0.545 (0.500, 0.604)
4 FA only 0.569 (0.442, 0.688)
5 MD only 0.623 (0.533, 0.750)
6 Weighted sum 0.598 (0.350, 0.708)
7 Unweighted sum  0.610 (0.400, 0.708)
8 SimpleMKL 0.418 (0.143, 0.625)
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NIPS Workshop 2011

A new feature selection method based on
stability theory - exploring parameters space to
evaluate classification accuracy in neuroimaging

data
Jane M Rondina'?, John Shawe-Taylor?, and Janaina Mourao-Miranda'+*
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On-going work



Elastic-Net Multiple Kernel Learning
Dr. Janaina Mourao-Miranda

Task: Find the optimal combination of brain regions
to classify depressed patients versus healthy

subjects
Table 1: MKL Results
Accuracy Sensitivity (%)  Specificity (%)
Whole brain 71.05 68.42 73.68
MKL - Elastic Net* 86.84 84.21 89.47
*moptimized using nested cross-validation
Anatomical template for Table 2: Single region accuracies
segmenting j[he brain into Regions Accuracy (%) TP (%) TN(%)
regions Postcentr_R 86.84 84.21 89.47
Precentral R 84.21 78.95 89.47

Kernel weight distribution

Regions Weight

Postcentr_R 0.52632
Precentral R 0.089159 1 5 9 131721252933374145495357616569 7377818589




Multi-center Classifier
Mireille Nieuwenhuis, University Medical Center Utrecht

Task: Develop a multi-center model that can predict outcome of first
episode schizophrenia patients from multiple centers.

Data:
Structural MRI brain scan from first episode patients separated into
clinical sub groups (continuous and episodic).

« London Sample: 28 continuous and 28 episodic.

« Utrecht Sample: 23 continuous and 23 episodic.

« Melbourne Sample: 14 continuous and 14 episodic.



Predicting clinical scores from brain images
Dr. Liana Portugal, CS/UCL

Task: Predict elevated symptoms of mania (ESM) from patterns brain
activation/anatomy.

Data:

« Brain scans and neurocognitive testing acquired as part of a
Longitudinal Assessment of Manic Symptoms (LAMS) study at 4-sites
iIn USA.

« The participants in the study are children identified with elevated
symptoms of mania (ESM) at the time of their first clinical
presentation and age/race/sex matched comparison children without
ESM.

« During the study, these participants were evaluated at baseline and
every 6 months thereafter regarding their psychiatric diagnoses,
psychiatric symptomatology.



SCoRS (Survival Count on Random Subspaces)
Dr. Jane Rondina, CS/UCL

* A new method based on stability selection to detect distributed
patterns in neuroimaging




Generative embedding for neuroimaging
Dr. Maria Joao Rosa, CS/UCL

Generative based kernel
(e.g. linear kernel, RBF kernel,
information theoretic kernels)

Generative model
(e.g. dynamic causal
models, MAR models
Riccican mixtures jem

Generative embedding:
(e.g. Fisher kernels, free

Advantages:

Supervised learning
(Classification (e.g. SVM) /
Regression (e.g. KRR))
for clinical neuroimaging

data application

Better interpretability of classification/regression results
Classification/Regression based on hidden (ideally
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